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isualization is often performed as a supplementary
process to scientific investigation 12, 6, 10, 15, 171. _
Presentation-quality renderings are produced from data
that have been previously collected from instruments
or computed via simulation. Even when interactive
visualization environments are employed, they are
typically used In a separate process that takes place
after the experiments have been completed and the
data have been manipulated into a form acceptable to
the visuallization tool. In this article we describe the
Microscopist's Workstation (MWS) project. Its goal Is to
integrate the high-voltage electron microscope (HVEM)
at the Unlversity of California at San Dlego Microscopy
and Imaging Resource (SDMIR) Into a custom visualization
appiication. Essentially, we are adopting the electron
microscope to function as a computer peripheral.

The SDMIR microscope is a unicue resource. By bullding
an application around it, we hope to achieve two ends.
Our primary result wilt be to extend the capabillitles of
the microscope. In studying researchers using the
microscope, we have found that electron microscopes
are used as cameras to collect data photographically for
subsequent analysls. Although the SDMIR microscope is

~ equipped for digital image acquisition, the Images are
still analyzed off-line, away from the microscope. By
providing tools for Image compositing, comparison, and
- morphometrics, and by enhancing, via stereopsis and

= computed tomography, the microscopist's perception of
- three-dimenslonal structures during the data collection
process at the microscope, we hope to demonstrate a
‘synergy between Interactive visualization techniques

. and a sophisticated scientific Instrument. The result
should be a more powerful investigative tool.

Our secondary goal Is to extend access to the
microscope. The software for the MWS Is designed to be
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used either in the same room as the
MICroscope or at a remote site, via a
high-speed network. The software
is also designed to be used either
with the microscope on-line, or in-
dependent of the microscope, when
the microscope is not available or
not necessary for a particular task.

The United States Congress re-
cently passed the High-Perfor-
mance Computing and Communi-
cation Iniuative, which will dedicate
billions of dollars toward the devel-
opment of supercomputing tech-
nology and the creation of a
gigabit-per-second  National Re-
search and Education Network
(NREN) by 1996. Such advances in
network capabilities will facilitate
higher-speed connections to unique
facilities like SDMIR, and could
lead to an extension of localized
resources beyond geographical lim-
itations. Providing network access
to resources and custom software
multiplies single resource, that are
evolving into what we have been
calling the Distributed Laboratory.
While we are a long way from a
completely remote-access SDMIR
microscope, the  Microscopist’s
Workstation prototype provides a
glimpse of how high-speed net-
working can amalgamate distant
sites into a highly interconnected
research community.

The Distributed Laboratory
The MWS project is a collaborartive
effort among several research sites
in San Diego: the San Diego Super-
computer Center, the Computer
Science department and Medical
School of the University of Califor-
nia, San Diego, and the Scripps
Research Institute. Each institution
is supplying hardware, networking,
software development, and design
expertise toward the project. One
of the immediate spin-offs of this
collaboration will be the establish-
ment of higher-speed network con-
nections between all of the sites.
The ongoing collaboration and
discussions among the groups at
different sites have lead us to begin
to conceptualize a Distributed Lab-
oratory that employs high-speed

networks 1o integrate data acquisi-
tion, computational resources, visu-
alization, and communication into a
seamless, geographically distrib-
uted, investigative environment. As
an example, consider the Internet.
The Internet is not a single-
governed entity but an amalgama-
tion of networks, email routers,
news distributors, and on-line data-
bases that comprise an invaluable
communication and information
resource. The Distributed Labora-
tory would combine scientific facili-
ties and connect researchers both
within and across disciplines in the
same way. The concept of a distrib-
uted laboratory leads to many areas
of possible investigation, three of
which are addressed by the MWS
project: integrating a scientific in-
strument into the computing envi-
ronment, seamless management of

supercomputing resources, and
multiuser collaboration.
Constructing an environment

that accesses an instrument as a
computer peripheral allows the
device to be used by a researcher at
a remote site with nearly the same
efficiency available to an on-site
researcher, that is, distributing the
facility spatially. If the investigative
software also operates with the in-
strument on-line and off-line, ei-
ther independent of the instrument
or with the instrument available for
occasional “batch” processing, the
facility is also distributed tempo-
rally. The result is the multiplica-
tion of single resources.

To present the researcher with a
unified investigative environment,
the management of computing re-
sources must be automatic. Our
experience with NetV software [7],
which  transparently distributes
volume-rendering tasks to high-
end resources, is a first step toward
hiding the computing power be-
hind the interface. In the MWS
project, the workstation interface is
the visible third of a triumvirate
including the computer-controlled
microscope and the supercomput-
ing resources which are the remain-
ing, hidden portions.

Focusing on bringing distributed

data acquisition and computational
resources to the workstation user
interface allows the interface itself
to be replicated among multiple
researchers. This creates a collabo-
rative research environment where
two or more researchers can inter-
act with one another and the instru-
ment.

We consider the issues in devel-
oping a Distributed Laboratory
approach to electron microscopy.

The SDMIR Electron
Microscope

SDMIR is a new biology research
facility established by the National
Center for Research Resources of
the National Institutes of Health,
located in the Medical School at the
University of California, San Diego.
This laboratory was developed to
support scientific research focused
on relating biological function to
structure, using state-of-the-art
computer imaging and electron
microscopy. The facilities of the
laboratory are available to research-
ers throughout the U.S. The cen-
tral instrument in the lab is a spe-
cially designed and equipped
transmission electron microscope
(TEM). A TEM resolves biological
structures that are invisible when
examined with a light microscope.
It can magnify over 800,000 times
and can resolve details in the 0.2 to
(.3 nanometer range. In contrast, a
light microscope has a usable range
of magnification up to about 1,000
times and a maximum resolution of
approximately 200 nanometers.
The resolution of a TEM is re-
quired, for example, to derive the
“wiring diagram” of the nervous
system. A light microscope provides
a valuable panoramic view of the
paths of nerve fibers from one area
of the brain to another and of the
jungle of nerve fibers arriving from
different sources in the vicinity of
the input sites of a particular nerve
cell. But the resolution of a TEM is
required to establish which fibers
actually form contacts or synapses
on the neuron as well as the partic-
ular form of the contact. In addi-
tion to studies concerning these
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connections, scientists are currently
using the electron microscope at
SDMIR to examine the disruption
of nerve cell components resulting
from Alzheimer’s disease [4, 13],
the structural relations of protein
molecules involved in the release of
calcium inside neurons [12], and
the three-dimensional form of the
Golgi apparatus, where sugars are
added to proteins. Examples of
such three-dimensional reconstruc-
tions are shown in Figure 1.

As shown in Figure 2, many ele-
ments of the TEM are analogous to
those of the light microscope. In-
stead of light, the specimen, which
is placed in a vacuum column, is ir-
radiated with a beam of electrons to
form an image. Electrons emanat-
ing from a filament are accelerated
toward the specimen. The electron
beam is shaped by an electromag-
netic condenser lens and directed
by deflection coils to uniformly ir-
radiate the specimen. Electrons
penetrate the specimen and are
magnified and focused by objective
and projection electromagnetic
lenses to form an image [1]. The
image may be viewed directly on a
phosphorous-coated screen, cap-
tured on film or digitized using a
video system, and displayed on a
video monitor. The contrast
changes comprising the image
formed by the microscope reflect
variations in the electron densities
within the specimen material. To
visualize a particular component,
the specimen must be processed to
make the component more or less
dense than the background. Pre-
paring the specimen so that a par-
ticular biological component is dif-
ferentiated, while its structural
integrity is preserved, has been and
continues to be the subject of much
research.

The SDMIR instrument is one of
the few high voltage transmission
electron microscopes (HVEM) in
the U.S. (see Figure 3). This instru-
ment, a JEOL 4000EX, can employ
a higher acceleration voltage (up to
400KV) than a conventional TEM
(100KV). The higher accelerating
voltage makes possible penetration
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and imaging of thicker specimens,
up to 3 microns compared to 0.1 to
0.25 microns in the conventional
TEM.

One focus of research at SDMIR
is on the development of computer-
assisted methods for deriving and
exploring the three-dimensional
structure of these thick sections [3,
10]. Because the HVEM has a very
large depth of field, the image it
forms is an orthogonal projection
of the section. The depth dimen-
sion is lost. It is, however, possible
to regain this dimension by obtain-
ing images from different angles of
view either by tilting the electron
beam relative to the specimen or by
mechanically tilting the specimen.
In the simplest use of this principle,
a stereo pair of images may be de-
rived. In a more sophisticated ap-
proach, equivalent to that used in
computer-assisted tomography
(CAT), a three-dimensional volume
of densities is derived from a series
of images collected by successively
tilting the specimen in small incre-
ments about an axis. This axial
tomography procedure requires
image processing to achieve proper
alignment of the tilt series, and
computationally intensive opera-
tions to derive the volume from the
tilt series via filtered back-projec-
tion [9]. The SDMIR microscope
has been specially designed to ac-
complish this task.

Special deflection coils make it
possible to vary the beam entry into
the material over sufficient angles
to obtain pairs of images for stereo
views. The objective lens was con-
structed with a larger gap into
which the specimen is inserted, al-
lowing rotation over the wider
range of tilt angles required to per-
form axial tomography.

The HVEM is also well-equipped
for automated control. It employs
an A/D-D/A converter under mi-
croprocessor control to read, set,
and display parameters such as ac-
celeration voltage, magnification,
focus, beam intensity, and astig-
matic correction. These parameters
can be manipulated with an array
of knobs and buttons on the micro-

scope. The parameters can also be
set and read remotely with ASCII
commands sent over an RS232 se-
rial port. The specimen holder is
mounted in a four-axis (X, Y, Z,
and tilting) stage. The positions of
the axes can be controlled manually
and also by a dedicated IBM PC-AT
compatible microcomputer driving
four closed-loop motor-position
encoders. The microcomputer pro-
gram can be queried via a serial
connection to set or retrieve the
current stage position.

Microscope control and image
acquisition are handled by a dedi-
cated workstation called the Cap/
Con (capture/control). The micro-
scope and stage computer interact
via RS232 lines with the Cap/Con, a
Sun Microsystems SPARCstation 2
with several special purpose pe-
ripherals. Cap/Con also interfaces
to an image processor that can ac-
quire microscope images from both
a real-time 512 X 512-8-bit video
camera and a high-resolution
1,024 x 1,024-14-bit  slow scan
cooled CCD camera. Processed
images may be viewed on a monitor
at the microscope. In addition to
providing views with better contrast
than those seen by direct viewing at
the microscope, the image proces-
sor may be used to display previ-
ously acquired images and stereo
views. These capabilities make pos-
sible the design of the MWS.

The Microscopist’s
Workstation

We began our investigation into
designing the MWS by talking to
the scientists who constructed the
SDMIR facility and used the micro-
scope on a regular basis [15]. We
also videotaped a microscopic ses-
sion with an expert user, Tom
Deerinck, who is adept not only
with the SDMIR HVEM, but also
with several other electron micro-
scopes. We then transcribed and
analyzed the videotape. The exist-
ing user interface to the micro-
scope, consisting of the controls
and displays on the microscope
console, is the result of nearly five
decades of development within the

57
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electron microscopy industry, and
already provides an excellent ergo-
nomic environment for controlling
the microscope. The user inter-
views and video analysis helped us
design a visualization environment
centered around users’ needs when
using the microscope as a research
mstrument, including tasks cur-
rently performed away from the
microscope.

A microscope user begins by pre-
paring a sample, usually by chemi-
cally staining the structures of in-
terest, and depositing it on a grid, a
3mm diameter plate with a 2mm-
diameter usable area. There are a
wide assortment of grids available;
some have a lattice of support wires
and some are open throughout.
One of the constraints is to be able
to view a grid, in registration, from
one microscopy session to the next.
Our work, then, relies on grids that
have registration marks at the cen-
ter and at the edge. By calibrating
to these marks, we can match the
coordinate space of the software
with that of the microscope across
multiple sessions.

Much of the operation of the
HVEM is already automated. The
user has control over the X and Y
stage position, the height and tilt of
the stage, and parameters control-
ling the electron beam. The beam
passes through the entire sample
and is not focused on a particular
plane, so the stage height is used
only to control the axis of rotation
for tilting the specimen. The pri-
mary positioning controls, then, are
the X and Y stage controls. As pre-
viously mentioned, stage positions
may be set manually or via the stage
computer. The microscope com-
puter display shows the coordinates
in tenths of microns, in the range of

Figure 1. Three-dimensional Golgi
apparatus

Figure 2. A schematic of the micro-
scope and interface

Figure 3. A high-voltage transmission
electron microscope (HVEM)
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+ 1000 microns in X and Y.

There are three primary beam
controls: magnification, which is
measured In discrete steps from
100x  to 800,000x, brightness,
which is measured at the phosphor
screen as current density, in units
of picoamps per square centimeter,
and the focus. In addition, astig-
matic distortion can be corrected
via stigmator coils and the beam can
be shifted in X and Y as well as
tilted up to five degrees. The beam
controls operate in discrete steps so
the user can return to a previous
setting. This feature is important
for an investigative tool and is in-
corporated into the design of the
MWS software.

All the beam parameters must be
adjusted to align and focus the
image correctly, not only at the start
of each session, but continually, as
the microscope is operated. To op-
erate the microscope remotely, a
real-time video image of the micro-
scope stage would need to be avail-
able to the remote microscopist, in
addition to control over all of the
beam parameters. Any perceivable
lags or discontinuities in the video
signal or in the transmission of the
beam control information would
make tuning the parameters ex-
tremely difficult. Since we cannot
assume the availability of real-time
video, the MWS software design is
dependent on the presence of an
operator at the microscope site, and
includes support for interaction
between the on-site operator and
the remote researcher.

In studying users and the opera-
tion of the SDMIR laboratory, we
found that electron microscopes
are used mostly as cameras for col-
lecting images either on film or in a
digital format. For example, al-
though the microscope’s stage com-
puter provides the ability to store
several stage positions and return
to them later, this capability may be
used to record points of interest,
but is rarely used to compare struc-
tures at different locations on the
sample. Structure comparison can
be better performed by taking pho-
tographs of each location and com-

paring them side-by-side, rather
than by shuttling the stage back and
forth. The MWS will extend the
capabilities beyond those of a mi-
croscopic camera to allow image
comparison and analysis while on-
line with the microscope. Cur-
rently, tomography computation
and display are performed away
from the microscope. The worksta-
tion software will integrate the mi-
croscope’s tomography capability
into the existing microscopic envi-
ronment.

Much of what is described in the
Sidebar “A Look Forward” is incor-
porated into the design of the MWS
prototype and will be demonstrated
at the SIGGRAPH '92 Showcase.
The major difference is that the
operator on-site at SDMIR will have
to be a highly trained electron mi-
croscopist, and will have to manu-
ally perform some of the tasks that
will eventually become automated
and incorporated into the Cap/Con
software.

The scenario describes the re-
mote researcher requesting a
change in magnification by issuing
a command that is sent to the Cap/
Con workstation. At present, re-
aligning and refocusing the elec-
tron beam after changing magnifi-
cation requires a human’s ability to
navigate the multidimensional pa-
rameter space. The ideal focus is a
subjective assessment; the research-
ers we have interviewed stated that
the best images are often obtained
by slightly under-focusing. There is
no optimal focus condition applica-
ble to every viewing situation, and
no algorithmic means of finding an
ideal configuration for all of the
parameters for differing types of
specimens. Automating focus ad-

justment is one of the challenges

facing the electron microscopy field
and is an active area of research.
The MWS prototype will provide us
with a platform on which to investi-
gate approaches to solving this
problem.

A human is also required in the
computed tomography process, to
center the structure of interest
within the field of view and to ad-
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0 make our design ideas

for the Microscopist's

Workstation more con-
crete, we began by postulating
how a researcher in the near fu-
ture might use the SDMIR facllity
remotely:

The year is 1998. Most major
universities are connected via an
Internet capable of delivering at
least T3 speeds (45MB/sec)
throughout the campus and
across the country. Low-cost
workstations on many research-
ers' desktops have the pixel-
pushing capabilities, network con-
nectivity, and compute power of
the highest-quality workstations
avallable in 1992. Demand for ac-
cess to unique facilities like SDMIR
has risen sharply—the microscope
could be in use 24 hours a day,
limited only by the logistics of
getting the researchers In and
out of the lab.

Coordinates
Speech

A Look Forward

In an effort to maximize access
to the HVEM, SDMIR has devel-
oped facilities for remote access,
based on the prototype first
shown at SIGGRAPH '92. Cap/Con,
the dedicated image capture and
microscope control workstation,
connects to one or more work-
stations running the MWS soft-
ware. There is one microscopist's
workstation avallable for use at
the SDMIR facility, but the distri-
bution of tasks between Cap/Con
and the local MWS Is designed so
that a remote user can access
much of the functionality of the
microscope by running the Micro-
scopist’'s Workstation software on
a distant workstation connected
via a high-speed network. For
compute-intensive calculations,
such as the construction and ren-
dering of volumes from tomogra-
phy data, Cap/Con connects to a
supercomputer at SDSC, which

Re_saarch
Environment

GridBrowser

Intercom

Microscopist’s Workstation

Images
Speech

Telemetry

Survey
Tomography

iends the rendered results either
Jack to Cap/Con or on to the des-
ination MWS (see Figure 4).

In preparation for using the
nicroscope remotely, Perez, a
Aypothetical neuroscientist at a
university in the midwest, has
shipped her sample to UCSD. The
night before her scheduled ses-
sion, operators mounted her sam-
ple on a grid, loaded it, manually
adjusted the focus and other pa-
rameters, and ran the Survey pro-
gram on the Cap/Con. Survey
uses the computer-controlled
capabilities of the HVEM to scan
the grid at a coarse magnification
in a regular grid pattern, collect-
ing a series of digital images. Be-
cause Perez's workstation Is

Flgure 4. simplified version of the
system

Animation
Loops

Alignment
NETV

Intercom I
-, ASEEEEE. T Seres
CAP/CON
Workstation Supercomputer
Parallel processor
Instrument Compute Resource
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equipped for stereopsis, the
HVEM's beam-tilt capabilities are
used to gather stereo images.
Survey also performs the image-
processing necessary to correct
for edge distortions and nonuni-
form illumination, assembling the
resuiting images into two seam-
less montages, each 5K square
pixels. For a 2mm grid, each re-
sulting pixet will represent a 0.4-
micron-square area of the sam-
ple. To facilitate interactive
browsing of the data, reduced
versions of the montages are also
computed at several different
resolutions, the smalliest being a
512 x 512-pixel image. All of the
bitmaps and the software Perez
will need are sent via the Internet
and arrive before she arrives at
the lab in the morning.

Before starting her on-line ses-
sion with the microscope, Perez
first establishes a connection to
SDMIR, where a sKilled operator
stands by to assist her. One of
the SDMIR programs, Intercom, al-
lows them to use the audio capa-
bilities of their workstations to
send segments of digitized
speech back and forth over the
network. Since they tend to
spend long periods of time si-
lently looking at material, it
would be wasteful to keep a
phone line open for the entire
session. They may use the phone
at various times during the ses-
sion, however. Iintercom collects a
several-second segment of
speech and sends it across the
network. It does not attempt to
handle continuous speech and
thus is not subject to network
latencies or interruptions.

Perez uses GridBrowser, another
program provided in the SDMIR
package to browse through the
stereo montage data. GridBrowser
has information about the coordi-
nate space on which the grid was
sampled; when Perez selects
areas of interest it can record
their coordinates in a form that
can be sent back to the com-
puter-control equipment on the
microscope. GridBrowser allows
her to pan across the entire bit-
map using terrain management
algorithms similar to those used
in flight simulators to manage the
portions of the bitmap currently
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in memory and maintain ade-
quate update rates. GridBrowser
also allows her to stimulate
changing magnification by select-
ing among the precomputed re-
duced-scale images.

The SDMIR operator is aiso run-
ning a copy of the Microscopist's
Workstation software. The two
copies of software can inter-
operate via the network. At any
given time, the two MWSs are ei-
ther coordinated via a master/
slave relationship, or running in-
dependently. When locked to-
gether, the slave MWS's display is
controlled by input from the mas-
ter MWS. Each displays a phantom
cursor indicating the cursor posi-
tion on the remote workstation.
This extends the voice communi-
cation available via Intercom by
adding deixis (pointing) [111.

Perez can request, via
GridBrowser, that the microscope
be set to a higher magnification.
A reticle representing the size of
the field of view of the micro-
scope at the higher magnification
appears as an overiay in
GridBrowser. Perez can position
the reticle to select a region of
interest and can then request ei-
ther a higher-magnification scan
or a full three-dimensional ren-
dering of some structure in view.
If she requests a higher-magnifi-
cation scan, GridBrowser sends
the coordinates to Cap/Con, and
also fills the display with the re-
gion of interest by pixel-replicat-
ing that portion of the local bit-
map. The pixel-replicated image Is
replaced in a few seconds by the
new data from the microscope.
The Survey program running on
Cap/Con collects and transmits a
few fields from the area sur-
rounding the selected region, in
anticipation of the researcher’s
desire to roam around that area.
If Perez chooses to zoom back
out to the montage that was col-
lected prior to the session, the
higher-magnification dataset is
retained on the MWS's local disk,
and a marker will appear overlaid
on the montage, indicating the
availability of the additional data.

If Perez requests a three-dimen-
sional rendering of the region of
interest, GridBrowser transmits
the request to Cap/Con and

places a marker on the montage.
Perez can continue to browse
other areas of the montage,
while Cap/Con begins the collec-
tion of the tomography images, a
+60 degree tilt in 2 degree incre-
ments. Cap/Con sends the result-
ing 60 slices to a supercomputer
at SDSC for alignment and hack-
projection to produce a volumet-
ric dataset. The volume dataset Is
rendered undergoing a rotation,
for 72 frames, each fives degrees
apart, and the resulting animation
loop is sent to the remote MWS.
When the animation arrives,
GridBrowser changes the appear-
ance of the market to Indicate
that Perez may now view the
rendered images. The entire to-
mography-rendering-transmission
process takes less than five
minutes.

In addition to facllitating the
browsing of images and manag-
ing requests to the microscope to
gather further data, GridBrowser
also provides image analysis
tools. Perez can perform contrast
enhancement and edge detection
operations on images, along with
other image processing opera-
tions, to aid in the detection of
features. She can also perform
morphometric analysis, measuring
the extents and areas of features.
At any time during her on-line
session, Perez may request film
or video hardcopy to be sent to
her via surface maill [6].

Perez may also choose to per-
form her investigations without
the microscope on-line. For exam-
ple, if she has a sample that con-
tained many similarly sized struc-
tures all of which could be
identified in the 5K x 5K montage,
she could use GridBrowser to
mark each region of interest and
submit the assembled coordinates
to a queue at SDMIR for later pro-
cessing. Since control of the mi-
croscope and image capture is
fully automated, the main func-
tion of a human operator servic-
ing the queue would be to load
and unload each researcher's
samples. A combination of on-line
and off-line sessions is the most
efficient use of the researcher’s
limited time, and keeps the mi-
croscope resource as busy as pos-
sible.
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just the height of the stage, which
controls the axis of rotauon for tilt-
ing the stage. The remainder of the
tomography process is currently
semiautomated; we are attempting
to automate more of the process.

Two MWS§’s based on SPARCsta-
tions are being assembled. An
FDDI ring connects the SDMIR
MWS and Cap/Con to SDSC, where
they connect to the NSFNet T3
backbone. The MWS’s each have a
ViCOM VX graphics accelerator
board, a tightly coupled ViCOM
high-speed bulk memory board
(128- to 266MB), and an FDDI in-
terface. The VX accelerator is
based on an Intel i860 processor
along with 4MB of Intel RAM and a
16MB framebuffer. The bulk
memory board connects to the VX
via VICOM’s VXC Bus, at 320MB/
sec. The resulting configuration
affords us a large amount of image
storage and manipulation capabil-

ity.

summary

Our goal in the MWS project is 10
investigate the potential advantages
afforded by tightly coupling a sci-
entific instrument under computer
control with interactive visualiza-
tion software. We are taking a user-
centered approach to designing the
software, in order to produce an
environment that facilitates the re-
searcher’s interaction with electron
microscopy data. This environment
may also become available to users
at remote sites, making the micro-
scope a resource in a distributed
laboratory.
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